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ABSTRACT: Photovoltaic devices based on lead iodide perovskite films have
seen rapid advancements, recently achieving an impressive 17.9% certified solar
power conversion efficiency. Reports have consistently emphasized that the
specific choice of growth conditions and chemical precursors is central to
achieving superior performance from these materials; yet the roles and
mechanisms underlying the selection of materials processing route is poorly
understood. Here we show that films grown under iodine-rich conditions are
prone to a high density of deep electronic traps (recombination centers), while
the use of a chloride precursor avoids the formation of key defects (Pb atom
substituted by I) responsible for short diffusion lengths and poor photovoltaic
performance. Furthermore, the lowest-energy surfaces of perovskite crystals are
found to be entirely trap-free, preserving both electron and hole delocalization
to a remarkable degree, helping to account for explaining the success of
polycrystalline perovskite films. We construct perovskite films from I-poor
conditions using a lead acetate precursor, and our measurement of a long (600 ± 40 nm) diffusion length confirms this new
picture of the importance of growth conditions.
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Solar cells based on a methylammonium lead triiodide
(MA−PbI3, MACH3NH3) organic/inorganic perovskite

active layer have attracted considerable interest in view of their
potential as low-cost, high-efficiency photovoltaic (PV)
materials.1−4 One of the most remarkable features of these
materials is their exceptionally long carrier diffusion length
(LD), which in the very best cases can be as high as 1 μm.5 This
enables a rare and valuable quality in a solution-processed
semiconductor: a transport length that exceeds the absorption
length for photon energies exceeding the semiconductor’s
bandedge, leading to wavelengths of light above the semi-
conductor’s bandedge, leading to reduced recombination losses
and improved photocurrents. The large values of LD allow for
the fabrication of high-efficiency devices by removing the need
for bulk heterojunctions, enabling planar active layers
architectures2 which minimize surface recombination and
increase open-circuit voltage. However, it has been reported
that it is principally only those MA−PbI3 films that are
fabricated from a mixture of lead-chloride (PbCl2) and
methylammonium-iodide (MA−I) precursors that exhibit the
most such impressive transport properties for the photo-
generated carriers,2 whereas single-halide approaches yield LD
∼ 100 nm. The origin of this behavior, which is unrelated to the
final film composition (found to be the same for mixed- and
single-halide growth2,6−8), is key to understanding and
controlling these promising materials, but has not yet been
identified.
In an effort to resolve this enigma, we use density functional

theory (DFT) to explore the electronic levels and formation

energies of trap and defect states as the perovskite MA−PbI3
film is grown from its precursors. This methodology provides a
powerful framework for studying the impact of composition on
the bandstructure of crystals incorporating vacancies, dopants,
and interfaces. It is particularly important to identify and
classify those localized, in-gap states which may capture the
photogenerated carriers and deteriorate the power conversion
efficiency of PV materials. We classify shallow traps as those
lying between 0 and 10 kT inside the gap from the nearest
bandedge, where T is the material’s temperature and k is
Boltzmann’s constant, and deep traps as Etrap > 10 kT. While
the former mainly affects the carrier mobility, the latter strongly
captures both electrons and holes, producing accelerated
recombination which is highly detrimental to PV performance.
While previous DFT studies of organometallic halides have
been reported,3,6,7,9−20 here we elucidate the trap formation
mechanisms and energetics in Pb-based perovskites under a
range of various experimental growth conditions. Ultimately,
we find a striking correlation between the choice of precursors
and the density of trap states in the final compound, revealing
that how an I-poor growth environment is key for high PV
performance.
We performed DFT calculations on tetragonal MA−PbI3 by

using a supercell including 1728 atoms, which can accom-
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modate various types of lattice and substitutional sparse defects.
In line with previous reports,6,17,21 the electronic structure is
confirmed to be direct at the Γ-point, with a valence band
maximum (VBM) state in an antibonding combination of I 5p
(dominant character) and Pb 6p orbitals (Pb 6s−I 5p, σ*),
while the conduction band minimum (CBM) has mainly Pb 6p
character (see Methods and SI for more details).
The first part of our study aims at exploring the impact of the

nanocrystalline morphology on the bandstructure of MA−PbI3.
In particular, one of the remarkable features of these materials
is that, in spite of their polycrystallinity, they have exceedingly
sharp bandedges.22 We carried out electronic structure
calculations on slabs of perovskite crystals to evaluate the
impact of surfaces on their bandstructure. The corresponding
density of states (Figure 1a) shows no states in the gap either
for bulk or surface electronic structure. Indeed the highest-lying
valence band states in asymmetrically terminated stoichiometric

slabs (Figure 1b) exhibit a high degree of delocalization, as do
the lowest-lying conduction band states (Figure 1c). A crucial
insight into the origin of this behavior comes from the
computed surface energies: very low values of ∼10 meV/Å2 are
obtained (SI). The low surface energy indicates high stability,
obviating the need for a reconstruction of the (001) terminated
surface and also avoiding the need to add adsorbates (e.g.,
introduce new ligands) in order to remain inert. It was shown
recently23 that the surface energy of terminated (001) PbI2
slabs is indeed small and compares quite well to our value of
surface energy (see also SI).
For the second part, we turn our attention to defects. This

required first to estimate the formation energy of the perovskite
relative to its decomposition into pure PbI2 and MAI phases
(Figure 2a). Our calculations show that the formation energy of
the perovskite relative to its decomposition into pure PbI2 and
MAI phases has a low value of about −0.1 eV. This indicates
that the material and its precursors are close to phase
coexistence of MAI and PbI2 which is consistent with recent
experimental findings24,25 of a residual PbI2 phase even after
long annealing times. It is also consistent with reports19,24,26−30

that the details of preparation conditions are important to
achieve the best-performing materials.
We then proceeded to analyze the electronic levels (Figure

2b) and formation energies (Hf) of various classes of defects,
such as vacancies (VPb, VMA, VI), interstitials (Pbi, MAi, Ii), and
antisites (PbI, IPb), where in the latter case AB indicates that A is
substituted by B (the required corrections for the various
charged states are discussed in the SI). The value of Hf allows
us to estimate the density of the relevant vacancy species, which
will be proportional to exp(−Hf/kT). One can see from Figure
3a and b (see also Supplementary Table 4) that the major
acceptor defects are VPb

−2, VMA
−1 and Ii

−1, while donor defects are
VI
+1 and Pbi

+2, with an associated charge density sufficient to
induce doping anywhere from p- to n-type, depending on the
chemical potentials. Defects VI

+1, VMA
−1 , and MAi

+1 possess the
lowest formation energies over the entire bandgap. The
transition levels of VPb

−1 and Ii
−1 (see SI) are located on top of

the VBM, indicating that negative charge states are stable over
the entire bandgap. The defect formation energies of neutral
defects are given in Supplementary Table 4. One can also see
that Pbi, PbI, and IPb represent the “negative-U” defects,31,32

indicating that these defects are not stable at +1, −1, and +2
charge states, respectively. The large structural relaxation in the
case of PbI

0 (interplanar I−I−I bridging) is consistent with such
“negative-U” behavior of the charge neutral PbI antisite. Figure
3a and b also shows defect states with negative formation
energies at various Fermi levels. Usually, this implies that at
these chemical potentials and Fermi levels it is not possible to
grow the crystal, and Fermi level pinning happens in a such way
that all of the defect energies are positive33 while satisfying the
overall charge-neutrality condition; in other words, the
structure is not stable for such parameters.33−37 However,
these are values of the single defect formation energies, and
nothing prevents the complexation of single defects whenever
the latter is favorable in energy. Thus, defect clustering expands
the range of chemical potentials and Fermi levels, i.e., growth
conditions. So far, the complex defect formation has been
reported in case of VPbI2 alone

38 and shown recently to have low
formation energies.39 We find that all vacancies produce either
slightly perturbed states in the bands (which do not capture
carriers), or shallow traps and resonances (deep localized states

Figure 1. Surface states of the Pb halide perovskites. (a) The density
of states for an 16-monolayer slab (surface) compared to the case of
bulk materials. The inset reveals that no electronic states emerge in the
slab compared to the bulk. The wave functions of surface states at (b)
the valence band maximum (VBM) remain highly delocalized in the
case of 16-monolayer slabs, similarly to those at (c) the conduction
band minimum (CBM) states. The highest amplitudes of positive-
(negative-) valued wave functions are indicated in yellow (blue).
Please note that the CBM and VBM states are separated due to
asymmetric termination.
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hybridized with conduction or valence band states40) within the
band, implying that carriers can still relax easily to VBM and
CBM. In contrast, certain interstitials and antisites associated
with Pb and I form electronic states deep inside the bandgap.
The most important figure of merit is the density of deep traps

in the semiconductor volume, which will determine the rate of
capture of charge carriers and of loss due to recombination. In
semiconductors having good electronic transport parameters, it
is indeed the density of recombination centers that directly
controls the diffusion length of charge carriers.41,42

Figure 2. Tetragonal perovskite, its formation from experimentally employed precursors, and its defect energy levels. (a) The energy of formation of
the CH3NH3PbI3 perovskite (room temperature tetragonal structure is shown) from its bulk precursors CH3NH3I and PbI2, with a kinetic barrier
(transition state energy) also depicted. Calculations discussed in the text report a −0.1 eV difference between the perovskite and its precursors,
consistent with experimental studies that show the presence of a secondary PbI2 phase. (b) Energy levels associated with the defect states
corresponding to neutral and charged vacancies (VPb, VI, VMA), neutral and charged interstitials (Pbi, Ii, MAi), and neutral and charged states
associated with antisites (PbI and IPb).

Figure 3. Formation energies and volume densities of key defects in tetragonal lead perovskites. Defect formation energies for iodine-poor (a) and
iodine-rich (b) growth conditions. Continuous (dashed) lines denote shallow (deep) traps (see legend). The red region in (a) indicates the range of
Fermi energies where trap densities exceed 1018 cm−3showing that no Fermi level choice yields a semiconductor substantially free of deep traps in
the case of I-rich growth conditions. Conversely, in the case of I-poor growth (b), trap densities below 1015 cm−3 can be achieved in the range of
Fermi energies (green region). In case of MA-related defects one has (a) MA-poor and (b) MA-rich conditions.
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Further analysis of the tetragonal vs cubic crystal phase leads
to a small number of qualitatively and quantitatively different
conclusions with respect to defect state energies. Overall the
agreement with previously published results19 is good, except
that it was previously found that the PbI neutral antisite defect
has a high formation energy in the cubic case. We show herein
that, in the tetragonal phase, the PbI neutral antisite defect
possess a much lower formation energy. Physically, this
difference arises because in the tetragonal phase two distinct
PbI2 layers are found (Figure 4): a nearly planar PbI2 plane and
also a bulged PbI2 plane. The methylammonium cation has
been shown experimentally to exhibit a small reorientational
barrier43 and to possess a small energetic difference between
two perovskite structures with different methylammonium
cation orientations, thus affecting the structure of the PbI2
layers.6

The formation energy for charged defects, and consequently
the volume density of the various classes of localized electronic
states, is a function of the Fermi level in the semiconductor.
The former is determined by whether the crystal is grown from
iodine-poor or iodine-rich conditions, which constitutes the
central link between the growth chemistry and the charge
transport performance of these materials. We found that in a
crystal grown under I-rich conditions (Figure 3a), the PbI
antisite (Pb atom replaced by I) deep trap has a formation
energy of less than 0.2 eV for all choices of Fermi level between
the valence and conduction bandedges, i.e., for all non-
degenerate doping conditions. We predict that the perovskite
grown under I-rich conditions will show a high density of deep

traps that will curtail the diffusion length. In contrast, in a
crystal grown under I-poor conditions (Figure 3b), there exists
a window of Fermi levels, EF ≥ 0.9 eV (measured relative to the
VBM), where all deep traps have formation energies that
exceed 0.38 eV. This places the equilibrium density of trap
states below 1015 cm−3. At this volume density, traps are spaced
a median ∼200 lattice constants in all crystallographic
directions, enabling diffusion lengths above 100 nm. Such low
trap densities are also consistent with the impressive open-
circuit voltages seen in the best reported lead iodide perovskite
devices.2,24

From a chemical perspective, the presence in solution of
simple ions (Pb2+ and I−) combined with that of lead-iodide
complex anions such as PbI3

−,44 PbI4
2−, and PbI5

3− produces a
motif similar to the PbI

0 neutral antisite defect which
corresponds to bridging between three iodine anions in-plane
(Figure 4b) and interplane (Figure 4c) in the perovskite lattice.
The motif is produced indirectly, by violating local
stoichiometry. The I−I−I angle is 172°, and the I···I bond
length between two iodines is 2.98 Å. Knowledge of this
geometry allows us to look for signatures of this complex, as
does the signature wave function pattern (I 5p−I 5p, σ*). The
concentration of PbI3

− in solution is higher for PbI2 + MAI than
for PbCl2 + MAI (SI). One interesting direction these results
suggest is that alternative Pb non-iodine-containing precursors,
such as Pb(SCN)2, Pb(CH3CH2)4, and Pb acetate, can provide
another avenue to reaching I-poor conditions required for high-
quality perovskites.

Figure 4. Physical configuration of PbI neutral antisites in the tetragonal phase. (a) Two different PbI2 planes in the tetragonal phase. One of them is
bulged. Upon structural relaxation of the PbI

0 defect, two conformations are possible: (b) in-plane bridging or (c) interplanar bridging. The bridge
configuration has a motif very similar to the I3

− triiodide complex, with an I−I−I angle of 172° and bond length 2.98 Å. This allows us to associate the
PbI

0 neutral antisite with the presence in solution-phase precursors of the macro-ion complexes such as PbI3
− and PbI4

2−, the latter expected to be
present in growth under iodide-rich conditions.
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As a way to validate this prediction, and in order to challenge
experimentally the proposed theoretical findings, we inves-
tigated the diffusion length in perovskite films formed using a
lead acetate [Pb(Ac)2] precursor in place of the typical PbI2 or
PbCl2. The use of this precursor satisfies the requirement for I-
poor conditions while providing a Cl-free platform in order to
rule out any possible effect from residual amounts of
incorporated chlorine. Similarly to the mixed-halide case, we
find that acetate does not incorporate into the final product. In
order to probe the diffusion lengths for MA−PbI3 grown from
Pb(Ac)2, we excite our perovskite film using a 442 nm laser
while measuring the photoluminescence (PL) signal in a
reporter layer of small bandgap quantum dots (see inset of
Figure 5a). The quantum dot PL intensity is directly controlled
by the carrier diffusion length and by the thickness of the
perovskite film45 (see SI).
Qualitatively these diffusion length experiments can be

understood as follows: for thin perovskite films with thickness d
smaller than the carrier diffusion length LD, the amplitude of
the PL signal correlates positively with LD, because an increase
in layer thickness results in a higher absorption and hence a
higher exciton generation rate, and at the same time almost all
excitons can diffuse through the perovskite and reach the
reporter layer. For increasing thickness, the generation rate
reaches saturation because the absorption cannot exceed 100%,
but fewer excitons can now diffuse to the reporter layer. The PL
profiles for different perovskite film thicknesses are presented in
Figure 5(a). The overall behavior of PL intensity vs film
thickness (Figure 5b) can be modeled using the following
function (see SI for derivation):
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Here LD is extracted by fitting the experimental data of Figure
5b once the independently measured absorption coefficient α is
known (see inset). We determine the diffusion length of the

Pb(Ac)2 based perovskite films to be 600 nm, thus considerably
larger than ∼200 nm (even lower values of ∼100 nm have been
reported in literature46) for films formed using the PbI2
precursor. This suggests that chlorine itself does not play a
central role in large diffusion lengths, whereas the reduction of
iodine content during the film formation process is likely key to
the remarkable charge transport in these materials.
This study clarifies fundamental aspects underlying the

impact of growth conditions on the performance of final MA−
PbI3 films. It reveals delocalization of the electronic states
within the local nanocrystal surfaces that preserves the integrity
of the bulk bandgap. The DFT-based analysis of defect
formation energies provides an explanation for the observation
of a larger charge diffusion length in perovskites prepared using
iodide-free precursors8,25,47−49 compared to MAI + PbI2
growth conditions.
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